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About Myself

■ Name: A S MD Asaduzzaman, Abu Asaduzzaman (Zaman)

■ Born: 1969, Bangladesh

■ Current Affiliation: Wichita State University (WSU), USA

 Associate Professor of Computer Engineering, EECS Department

 Director of CAPPLab and Director of Computer Engineering Programs

■ Scholarly Activities

 Grants: Kansas NSF, Nvidia, NetApp, WSU, …

 Publications: Journal ~ 20, Conference Proceedings ~ 95, …

 Reviews: NSF, IEEE journals and conferences, …

 Presentations: Bangladesh, Canada, Japan, Sri Lanka, Thailand, 

Turkey, and USA
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About Myself

■ Dr. Asaduzzaman or Dr. Abu?

 Dr. Zaman (!)

■ Education: PhD from?

 Florida Atlantic University, Boca Raton, Florida, USA

■ Current Affiliation?

 Wichita State University (WSU), Wichita, Kansas, USA

We are not WSU for                                   .

“High Performance Computing, Machine Learning, 

and Big Data Analytics for Common Good”

We are                          .
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Computing Systems: Past, Present, and Future

■ Evolution of Computer Systems

“High Performance Computing, Machine Learning, 

and Big Data Analytics for Common Good”

“Evolution of products,” https://collaborativebriefresearch.wordpress.com/2011/01/31/evolution-of-products/
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Computing Systems: Past, Present, and Future

■ Computer Systems:

“High Performance Computing, Machine Learning, 

and Big Data Analytics for Common Good”

Single-core
Dual-core, Multicore 

started after 2004

“Invention/evolution of the relay computer,” https://prezi.com/d_-cpssu6zyx/inventionevolution-of-the-relay-computer/

The first computer, 1937
Hybrid 

High 

Performance 

Computing 

(HPC) 

Systems,

since

1985

Quantum 
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Computing Systems: Past, Present, and Future

■
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Matrix Multiplication (+)

■[C] = [A] [B]

 3 x 3 Matrix 

 How many multiplications and additions?

 27 (i.e., 3 * 3^2 i.e., 3^3) multiplications

 18 (i.e., 2 * 3^2 i.e., (3 – 1) * 3^2) additions

High Performance Computing:

Thinking/Programming in Parallel
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Programming (Traditional C, Pthread/C, CUDA/C)

■ Matrix Multiplication (in C)

High Performance Computing:

Thinking/Programming in Parallel



16

Programming (Traditional C, Pthread/C, CUDA/C)

■ Matrix Multiplication (in Pthread/C)

High Performance Computing:

Thinking/Programming in Parallel

Asaduzzaman, A., Sibai, F.N., and Elsayed, H.; “Performance and Power Comparisons of MPI vs Pthread Implementations on Multicore Systems,” in 2013 
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Matrix Multiplication (+)

■[C] = [A] [B]

 [C] = [A] [B] =

 4 x 4 Matrix 

 How many multiplications and additions?

 64 (i.e., 4^3) multiplications  N^3 multiplications

 48 (i.e., 3 * 4^2) additions  (N – 1)N^2 additions

High Performance Computing:

Thinking/Programming in Parallel
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Matrix Multiplication (+)

■Divide 4x4 matrix into four 2x2 matrices

 [C] = [A] [B]

 Say, we have unlimited 2 x 2 Matrix solvers with 8 MULT

 Then it takes “only” 2 * 8 MULT time unit

 Do we have unlimited solvers/cores?

High Performance Computing:

Thinking/Programming in Parallel
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Threads 1, 2, 3, and 4: INT & FP Operations

(Multicore)
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“High Performance Computing, Machine Learning, 

and Big Data Analytics for Common Good”

Outline __
■ Introduction

 About Myself (Asaduzzaman)

 Computing Systems: Past, Present, and Future

■ High Performance Computing (HPC)
 Hybrid HPC Systems and Parallel Computing/Programming

 “Regrouping Data/Threads for Improving CPU-GPU Performance”

 “A Communication-Aware Cache-Controller for HPC Systems”

■ Machine Learning (ML): Medical Image Processing
 “Real-Time Image Processing for Breast Cancer Treatment”

■ Geospatial Big Data (BD) Analytics using HPC and ML
 “Geospatial Cyberinfrastructure for Common Good”

■ Q/A: Discussion

QUESTIONS? Any time, please!
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CPU – Central Processing Unit

GPU – Graphics Processing Unit

SMT – Simultaneous Multi-Threading

A Computer System

High Performance Computing:

HPC Systems and Parallel Computing

Name of the Game: performance, power, price, …
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Compute Unified Device Architecture

(CUDA) – a parallel computing platform 

and application programming 

interface (API) model created by Nvidia

CPU-GPU System

High Performance Computing:

HPC Systems and Parallel Computing

CPU – Central Processing Unit

GPU – Graphics Processing Unit

SMT – Simultaneous Multi-Threading

Parallel Programming:
OpenMP, Open MPI, GPU Programming

Parallel Computing: things to remember
One woman can make a baby in 9 months.

Can 9 woman make a baby in 1 month? No

But 9 women can make 9 babies in 9 months.
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SMT-Multicore CPU

SMT-Capable CPU-GPU System

Many-Core GPU Card

A process is a running program. A process can

generate many processes (called threads). …
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 HPC Systems
 If SMT-capable 16-core CPU and 5000-core GPU card are used to build a HPC 

system, it offers about 9 Tera (10^12) FLOPS and costs about $5K. [1]

 HPC: CPU i7-980X 130W, GPU Tesla K80 300W

 Supercomputers
 A supercomputer may have more or less 300,000 processing cores and operate 

at Peta (10^15) FLOPS; however, it costs 
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High Performance Computing:

Applications of HPC

Simulations Show the Effects of Climate Change in Hurricanes:

Faster computers provides more detail – 250 Kmetre vs 25 Kmetre resulation

Michael Wehner, Prabhat, Chris Algieri, Fuyu Li, Bill Collins, Lawrence Berkeley National Laboratory; 

Kevin Reed, University of Michigan; 
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Poisson’s Equation  Laplace’s Equation

 For very uniform material, Laplace’s equation can be 

considered as a three-dimensional steady state heat 

equation as shown below and can be solved using the 

discrete approach by writing computer program.

(φi+1,j,k – φi,j,k)/dx + (φi,j+1,k – φi,j,k)/dy + (φi,j,k+1 –

φi,j,k)/dz + (φi,j,k – φi-1,j,k)/dx + (φi,j,k – φi,j-1,k)/dy + (φi,j,k

– φi,j,k-1)/dz = 0

 Programs: Serial Vs Parallel 

 Parallel: OpenMP, Open MPI, GPU/CUDA (shared memory)

High Performance Computing:

A Poisson Solver

Wu, D. and Chen, J., “Efficient characterizations of composite materials electrical properties based on GPU accelerated finite difference method,” 

in IEEE Antennas and Propagation Society International Symposium, Toronto, Canada, 2010.
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High Performance Computing:

A Poisson Solver
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CPU-GPU System and Workflow

High Performance Computing:
“Regrouping Data/Threads for Improving CPU-GPU Performance”

Asaduzzaman, A., Gummadi, D., and Yip, C.M., “A Talented CPU-to-GPU Memory Mapping Technique,” in IEEE SoutheastCon 2014, Lexington, 

Kentucky, March 13-16, 2014.

A multicore CPU with two levels of caches A multicore CPU with many-core GPU system

Step 1: CPU allocates 

and copies data to GPU

Step 2: CPU sends 

function codes to GPU

Step 3: GPU executes 

instructions on GPU

Step 4: Results are 

copied back to GPU

http://upload.wikimedia.org/wikipedia/commons/e/ec/Dual_Core_Generic.svg
http://upload.wikimedia.org/wikipedia/commons/e/ec/Dual_Core_Generic.svg
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CPU GPGPU

 Processor: Intel Xeon E5506

 Cores: 2 x Quad-Core 

 Threads: 2 x 4

 Clock Speed: 2.13 GHz

 RAM: 8GB DDR3 

 Max. Memory Bandwidth: 19.2 

GB/sec

 Power: 80 Watt

 OS: Linux (Debian)

 Type: NVIDIA Tesla 

C2075

 Cores: 14 x 32 Cores

 RAM: 6GB GDDR5

 RAM Speed: 1.5 GHz

 RAM Bandwidth: 144 

GB/sec

 Power: 255 Watt

 OS: Not applicable

High Performance Computing:

A Poisson Solver

Asaduzzaman, A., Yip, C.M.*, Kumar, S., and Asmatulu, R.; “Fast, Effective, and Adaptable Computer Modeling and Simulation of Lightning Strike 

Protection on Composite Materials,” in IEEE SoutheastCon Conference 2013, Jacksonville, Florida, April 4-7, 2013. 

Size

N x N x N

CPU 

Time 

(sec)

GPGPU Time (sec)

No shared 

memory

With shared 

memory

N=256 1.58 3.08 2.94

N=512 15.57 3.84 3.77

N=1024 130.57 20.46 16.84

N=2048 1783.11 279.40 167.27

N=4096 17206.92 2696.20 1284.24

Laplace Equation: Simulation Results

CPU-GPU Memory Organization

CPU-GPU System Parameters Speedup Vs Data Size
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Regrouping Data

High Performance Computing:
“Regrouping Data/Threads for Improving CPU-GPU Performance”

CPU-GPU cache memory subsystem

Execution Time Vs Synchronization
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Simulation Results

High Performance Computing:
“Regrouping Data/Threads for Improving CPU-GPU Performance”

Asaduzzaman, A., Gummadi, D., and Yip, C.M., “A Talented CPU-to-GPU Memory Mapping Technique,” in IEEE SoutheastCon 2014, Lexington, 

Kentucky, March 13-16, 2014.

Validation: C Vs CUDA/C Results GPU Time Vs # of Threads

GPU Time Vs Shared Memory GPU Time Vs # of Threads per Block
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To offer low-cost low-power high performance computing (HPC), multicore 

central processing unit (CPU)/many-
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A novel multicore architecture with victim cache block

High Performance Computing:
“A Communication-Aware Cache-Controller for HPC Systems”

Jareen, T., “Improving Performance, Power, and Security of Multicore Systems Using Smart Cache Organization,” MS Thesis, Wichita
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DASH-
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High Performance Computing:
“A Communication-Aware Cache-Controller for HPC Systems”

Asaduzzaman, A., Chidella, K.K.*, and Vardha, D.*, “An Energy-Efficient Directory Based Multicore Architecture with Wireless Routers to Minimize 

the Communication Latency,” IEEE Transactions on Parallel and Distributed Systems (TPDS), Vol. 28, No. 2, pp. 374-385, May 2016.

A Directory Architecture for SharedMemory 

(DASH) Multiprocessor System

Proposed architecture with a centralized 

directory and wireless routers

Designing directory of the proposed WNoC architecture using a MESI-like protocol

DASH-



46

High Performance Computing:
“A Communication-Aware Cache-
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High Performance Computing:
“A Communication-Aware Cache-Controller for HPC Systems”

Asaduzzaman, A., Chidella, K.K.*, and Vardha, D.*, “An Energy-Efficient Directory Based Multicore Architecture with Wireless Routers to Minimize 

the Communication Latency,” IEEE Transactions on Parallel and Distributed Systems (TPDS), Vol. 28, No. 2, pp. 374-385, May 2016.

DASH-Like Multicore WNoC Arch. to Minimize Latency.
Results:
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A Level-2 Cache-Mediator for Enhancing Scalability

High Performance Computing:
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“Open2C framework and OpenSoC Fabric to build up 
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High Performance Computing

■ HPC or Supercomputing?

“High Performance Computing, Machine Learning, 

and Big Data Analytics for Common Good”

Consideration HPC Supercomputing Note

Processing Cores ~5,000

(CPU, GPU, 

homogeneous)

~300,000

(CPU, GPU, 

heterogeneous)

Processing Power Tera (10^12) 

FLOPS

Peta (10^15) 

FLOPS

Power (Energy) Low (~430 W) High (~4.04 MW)

Price Low (~$5K) High (10x M$)

Analogy:

Cars

Formula One

Race cars

Special, Expensive

Race cars
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“High Performance Computing, Machine Learning, 

and Big Data Analytics for Common Good”

Outline __
■ Introduction

 About Myself (Asaduzzaman)

 Computational Systems: Past, Present, and Future

■ High Performance Computing (HPC)
 Hybrid HPC Systems and Parallel Computing/Programming

 “Regrouping Data/Threads for Improving CPU-GPU Performance”

 “A Communication-Aware Cache-Controller for HPC Systems”

■ Machine Learning (ML): Medical Image Processing
 “Real-Time Image Processing for Breast Cancer Treatment”

■ Geospatial Big Data (BD) Analytics using HPC and ML
 “Geospatial Cyberinfrastructure for Common Good”

■ Q/A: Discussion

QUESTIONS? Any time, please!

Dr. Zaman 52
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Poor contrasts of mammogram 

images may lead mistakes while 

treating breast cancer patients.

Machine Learning (ML): Medical Image Processing
“Real-
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Machine Learning (ML): Medical Image Processing
“Real-Time Image Processing for Breast Cancer Treatment”

Asaduzzaman, A., Sibai, F.N., Mitra, P., Chidella, K.K., Saeed, K.A., and Altaf-Ul-Amin, M., “An Effective Technique to Analyze Poor Contrast 

Mammogram Images for Breast Cancer Diagnosis,” under review, Elsevier Journal on Expert Systems with Applications (ESWA), Manuscript No. 

ESWA-D-19-06033. 
Flowchart

Region of Interest (ROI) Detection

Pre-processing
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Machine Learning (ML): Medical Image Processing
“Real-Time Image Processing for Breast Cancer Treatment”

Asaduzzaman, A., Sibai, F.N., Mitra, P., Chidella, K.K., Saeed, K.A., and Altaf-Ul-
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Experimental Results
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Experimental Results

Machine Learning (ML): Medical Image Processing
“Real-Time Image Processing for Breast Cancer Treatment”

Asaduzzaman, A., Sibai, F.N., Mitra, P., Chidella, K.K., Saeed, K.A., and Altaf-Ul-Amin, M., “An Effective Technique to Analyze Poor Contrast 

Mammogram Images for Breast Cancer Diagnosis,” under review, Elsevier Journal on Expert Systems with Applications (ESWA), Manuscript No. 

ESWA-D-19-06033. 
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Experimental Results

Machine Learning (ML): Medical Image Processing
“Real-Time Image Processing for Breast Cancer Treatment”

Asaduzzaman, A., Sibai, F.N., Mitra, P., Chidella, K.K., Saeed, K.A., and Altaf-Ul-Amin, M., “An Effective Technique to Analyze Poor Contrast 

Mammogram Images for Breast Cancer Diagnosis,” under review, Elsevier Journal on Expert Systems with Applications (ESWA), Manuscript No. 

ESWA-D-
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“High Performance Computing, Machine Learning, 

and Big Data Analytics for Common Good”

Outline __
■ Introduction

 About Myself (Asaduzzaman)

 Computational Systems: Past, Present, and Future

■ High Performance Computing (HPC)
 Hybrid HPC Systems and Parallel Computing/Programming

 “Regrouping Data/Threads for Improving CPU-GPU Performance”

 “A Communication-Aware Cache-Controller for HPC Systems”

■ Machine Learning (ML): Medical Image Processing
 “Real-Time Image Processing for Breast Cancer Treatment”

■ Geospatial Big Data (BD) Analytics using HPC and ML
 “Geospatial Cyberinfrastructure for Common Good”

■ Q/A: Discussion

QUESTIONS? Any time, please!

Dr. Zaman 62
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Problem Statement

… how the integration of essential geospatial principles (such as spatial constraints in assessing 
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“High Performance Computing, Machine Learning, 

and Big Data Analytics for Common Good”

Outline __
■ Introduction

 About Myself (Asaduzzaman)

 Computational Systems: Past, Present, and Future

■ High Performance Computing (HPC)
 Hybrid HPC Systems and Parallel Computing/Programming

 “Regrouping Data/Threads for Improving CPU
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■ We are 





67Dr. Zaman; WSU-5261
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“High Performance Computing, Machine Learning, 

and Big Data Analytics for Common Good”

Contact: Abu Asaduzzaman (Zaman)

E-mail: Abu.Asaduzzaman@wichita.edu

Phone: +1-316-978-5261
https://www.wichita.edu/academics/engineering/eecs/faculty/Abu.php

どうもありがとうございます
(doumo arigatou gozaimasu)

If x + 1/y = 1 and y + 1/z = 1, what is xyz? 

Q/A: Discussion


